Operating plasma density issues on large-scale laser-plasma accelerators toward high-energy frontier
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Consideration of laser-driven plasma-based electron/positron accelerators with a 2 TeV center-of-mass energy is presented, employing a multistaging scheme consisting of successive multi-GeV laser wakefield accelerators operated at the plasma density range of $10^{18} - 10^{19}$ cm$^{-3}$ in the quasilinear regime. A total accelerator length is determined by an operating plasma density and a coupling distance allowed for both laser and beam focusing systems. We investigate beam dynamics and synchrotron radiation due to the betatron oscillation of the beam in laser-plasma acceleration, characterizing the beam qualities such as energy spread and transverse emittance. According to the criteria on the beam qualities for applications and available laser sources, the operating plasma density will be optimized. We note that in the low density operation the required wall-plug power for the laser driver will be much reduced in comparison with the high density options.
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I. INTRODUCTION

In the past decades, thanks to vital experimental and theoretical research the development of laser-driven plasma-based accelerators (LPAs) has evolved from a groundbreaking concept [1] into the reality of the next generation accelerator technologies. This promises compact accelerator applications such as radiolyis [2], possible electron diffraction [3], interactive radiotherapy [4], and radiation sources of THz [5] and other domains [6]. In particular it will allow us to downsacle large-scale particle accelerators such as X-ray free electron lasers and high-energy frontier colliders into a realistic size in both dimensions and costs. Initiating the proof-of-principle experiments [7], the previous LPA experiments have demonstrated production of electron beams with high energies of GeV-level [8, 9], high qualities of 1%-level energy spread [10], 1-mrm-mrad-level transverse emittance [11] and 1-fs-level bunch duration [12], ensuring that the stability of reproduction is as high as that of present high-power ultrashort-pulse lasers with controlled injection [13]. Most of experimental results have been obtained from interaction of ultrashort (30 ~ 80 fs) laser pulses with a short-scale plasma such as a few mm long gas jet and at most a few cm long plasma channel at the plasma density in the range of of $10^{18} - 10^{19}$ cm$^{-3}$, where a large amplitude plasma wave of the order of 100 GV/m is excited and traps energetic electrons to be efficiently accelerated inside a wake to high-energies of the order of 1 GeV. The leading experiments that demonstrated the production of quasi-monoenergetic electron beams [14] have been elucidated in terms of self-injection and subsequent acceleration of electrons in the nonlinear wakefield, often referred to as a bubble [15], that is a region where plasma electrons are blown out by radiation pressure of a laser pulse with the relativistic intensity given by its normalized vector potential $A_0 = eA_0/m_e c^2 \gg 1$, where $A_0$ is the peak amplitude of the vector potential and $m_e$ is the rest mass of electron. The self-injection is a robust method relying on self-focusing and self-compression that occur during the propagation of relativistic laser pulses with the threshold power ($P/P_{th} \approx 3$ [16], where $P_{th} \approx 17(\omega_0/\omega_p)^2$ GW is the critical power for the relativistic self-focusing with the laser frequency $\omega_0$ and the plasma frequency $\omega_p = (4\pi\epsilon_0 n_e/m_e c^2)^{1/2}$. In this mechanism, initially heated electrons with large transverse momentum are injected into the nonlinear wakefield with strong focusing field that induces betatron oscillation of accelerated electrons. Hence, suppressing the self-injection and the betatron oscillation, high-quality electron beams required for most of applications have been produced with controlled injection schemes such as colliding optical injection [17], density-transition injection [18], ionization-induced injection [19] and two stage laser-plasma accelerator with ionization-induced injection [20] in the quasilinear regime of wakefields driven by a laser pulse with a moderate intensity $a_0 \sim 1$. These injection technologies provide us with GeV-class high-quality electron beam injectors.

Since an acceleration length of a single stage LPA is limited by a dephasing length where accelerated particles overrun a correct accelerating phase and/or a energy-depletion length of a drive pulse, applications of LPA for high-energy frontier accelerators with a beam energy exceeding energy gain in a single stage require multistage technologies, following the analogy of conventional RF
accelerators. In contrast with the RF accelerators of which wavelength is the order of 10 cm, a temporally and spatially coherent matching between successive LPAs operated at the plasma density of $n_e \approx 10^{17} \text{ cm}^{-3}$, corresponding to the wavelength of the order of 100 μm, is a challenging technology, which has been never accomplished as well as an efficient coupling technology injecting ultra-intense laser pulses into the LPA stages. The overall length of a large-scale LPA consisting of periodic structures of a coupling section and a plasma accelerator can be determined by the single-stage energy gain for a given beam energy. The operation at a low plasma density increases the single-stage energy gain, while it reduces the accelerating gradient and increases the pump depletion length $L_{\text{pdl}}$, i.e. the single-stage plasma length $L_{\text{stage}}$ with $L_{\text{stage}} \approx L_{\text{pdl}}$. Minimizing the overall linac length leads to the operating plasma density at $n_e = 10^{17}$ cm$^{-3}$ for the beam energy $0.5$ TeV, the drive laser intensity $a_0 = 1.5$ and the coupling distance $\leq 1$ m [21].

The coupling section that installs both laser and beam focusing systems might require a distance of the order of several meters, employing the conventional technologies for the TeV-regime. Furthermore, applications of the multistaged LPA for the high-energy physics experiments require extreme high-quality beams with small energy spread and transverse emittance as well as sufficient charge. These requirements reduce the optimum operating plasma density toward the order of $n_e \approx 10^{15} - 10^{16}$ cm$^{-3}$ rather than $10^{17}$ cm$^{-3}$, at which the operation of LPA linear collider has been previously conceived [21, 22]. The technology preforming a large-scale plasma channel also limits the plasma density to the range of $10^{15} - 10^{16}$ cm$^{-3}$. Since the degradation of energy spread and transverse emittance is inevitably induced by dephasing and betaroon oscillation of accelerated beam particles that undergo strong accelerating and focusing wakefields in the multistaged LPA [23, 24], compromising between the linac length and the beam-quality requirements allows us to find the proper operating plasma density.

In this paper we consider the design of the multistaged LPA, composed of the LPA stages each of which is operated in the quasi-linear laser wakefield regime characterized by $a_0 \sim 1$. The formulas for designing a single stage are obtained as a function of the operating plasma density and the design examples of the LPA linac with the beam energy of 1 TeV are presented at the operating plasma densities of $10^{15} - 10^{18}$ cm$^{-3}$ in Sec. II. Considering the beam dynamics, analytical estimates for the degradation of energy spread and transverse emittance including the synchrotron radiation energy loss are evaluated in Sec. III. For the application to high-energy electron-positron colliders, the requirements of luminosity and power are considered in terms of the plasma density in Sec. IV. The design formula and scalability on the plasma density for the single LPA stage are confirmed by scaling the 2D particle-in-cell simulations, carried out in the range of the plasma density of $10^{18} - 10^{19}$ cm$^{-3}$ in Sec. V. Based on the design examples of the TeV LPA Linac, we deliberate on optimization of the operating plasma density and technological aspects in Sec. VI.

## II. MULTISTAGE LASER-PLASMA ACCELERATORS

### A. Accelerating field

In underdense plasma an ultraintense laser pulse excites a large-amplitude plasma wave and the accelerating electric field on the order of $E_0 = m_e c \omega_p / e \approx 96 [\text{GV/m}] (n_e / 10^{18} [\text{cm}^{-3}])^{1/2}$ due to the ponderomotive force expelling plasma electrons out of the laser pulse and the space charge force of immovable plasma ions restoring expelled electrons on the back of the ion column remaining behind the laser pulse. Since the phase velocity of the plasma wave is approximately equal to the group velocity of the laser pulse $v_g / c = (1 - \omega_p^2 / \omega_0^2)^{1/2} \sim 1$ and the accelerating field of $\sim 1$ GV/cm for the plasma density $\approx 10^{18}$ cm$^{-3}$, electrons trapped into the plasma wave are likely to be accelerated up to $\sim 1$ GeV in a cm-scale plasma. In the linear wakefield regime characterized by the normalized peak intensity of the linear polarized laser pulse $a_0 = 0.85 (I_0 / 10^{18} [\text{W/cm}^2])^{1/2} \leq 1$ where $I_0$ is the laser peak intensity and $\omega_0 = 2 \pi c / \omega$ is the laser wavelength, the maximum accelerating field driven by a Gaussian laser pulse with $1/e$ half-width $\sigma_z$ is given by

$$E_M = \frac{\sqrt{\pi}}{4} a_0^2 E_0 k_p \sigma_z \exp \left(- \frac{k_p^2 \sigma_z^2}{4} \right),$$

(1)

For a given plasma density, the maximum field is $E_M \approx 0.38 a_0^2 E_0$ at the resonant condition $k_p \sigma_z = \sqrt{2}$ while for a given pulse duration, the maximum field is $E_M \approx 0.33 a_0^2 E_0$ at the resonant condition $k_p \sigma_z = 2$. Changing both plasma density and laser pulse duration, the optimum condition turns out $k_p \sigma_z = 1$ for which the maximum field is $E_M \approx 0.35 a_0^2 E_0$. The maximum wakefield is approximately given as

$$E_M [\text{GV/m}] \approx 10.6 a_0^2 \left( \frac{n_e}{10^{17} [\text{cm}^{-3}]} \right)^{1/2},$$

(2)

for $k_p \sigma_z = 1$, the FWHM pulse length $c \tau_L = 2 \sqrt{\ln 2} \sigma_z \approx 0.265 \lambda_p$, which means a laser pulse is shorter enough than a half plasma wavelength so that a transverse field at the tail of the laser pulse is negligible in the accelerating phase of the first wakefield. The net accelerating field $E_z$ that can accelerate a bunch containing the charge $Q_b = e N_b$, where $N_b$ is the number of particles, is determined by the beam loading that means the energy absorbed per unit length,

$$Q_b E_z \approx \frac{m_e c^3}{8 \pi e} \frac{E_0^2}{E_M^2} k_p^2 \sigma_z^2 \left(1 - \frac{E_z^2}{E_M^2}\right),$$

(3)
where \( r_e = e^2/m_e c^2 \) is the classical electron radius and \( 1 - E_z^2/E_M^2 \equiv \eta \) is the beam loading efficiency that is the fraction of the plasma wave energy absorbed by particles of the bunch with a radius \( r_b \). With the beam-loaded field \( E_z = \sqrt{1 - \eta} E_M \), the loaded charge is given by

\[
Q_b \simeq \frac{e}{8k_0 r_e} \frac{\eta}{1 - \eta} k_p^2 r_b^2 E_z E_0 \left( \frac{n_e}{n_c} \right)^{1/2} \approx 116 \text{[pC] \left( \frac{\eta}{1 - \eta} \right) \left( \frac{k_p^2 r_b^2 E_z E_0}{10^{17}[\text{cm}^{-3}]} \right)^{-1/2}, (4)}
\]

where \( E_z/E_0 = 0.35a_0^2 \sqrt{1 - \eta} \) for \( k_p \sigma_z = 1 \). Since the loaded charge depends on the accelerating field and the bunch radius, it will be determined by considering the required accelerating gradient and the transverse beam dynamics, which will be considered in Sec. III.

### B. Stage length, energy gain and total linac length

The total linac length for the beam energy \( E_b \) is given by

\[
L_{\text{total}} = (L_{\text{stage}} + L_{\text{coupl}}) E_b/W_{\text{stage}}.
\]

where \( L_{\text{coupl}} \) is the required coupling distance for injecting a new drive laser pulse and a beam into the next LPA stage, \( W_{\text{stage}} \approx E_z L_{\text{stage}} \) is the energy gain in the single stage, and \( L_{\text{stage}} \) is the single-stage plasma length. Ideally, the stage length may be determined by the pump depletion length \( L_{pd} \) over which the total field energy is equal to half the initial laser energy. For a Gaussian laser pulse with the pulse length \( k_p \sigma_z = 1 \), the pump depletion length is given by

\[
k_p L_{pd} \simeq \frac{8}{\sqrt{\pi} a_0^2 k_p \sigma_z} \frac{\omega_p^2}{2} \exp \left( \frac{k_p^2 \sigma_z^2}{2} \right) \sim 7.4 \frac{n_e}{a_0^2 \sqrt{n_c}}. (5)
\]

The pump depletion length becomes \( k_p L_{pd} = 11 (n_c/n_e) \) for \( a_0 = 1 \) and \( k_p L_{pd} = 3.7 (n_c/n_e) \) for \( a_0 = \sqrt{2} \). Since the dephasing length is approximately given by \( k_p L_{dp} \approx \pi(n_c/n_e) \) or \( L_{dp} \approx (\lambda_p/2)(n_c/n_e) \), where the electrons will undergo both focusing and acceleration in the linear wakefield regime, the single stage energy gain can be limited by the dephasing length \( L_{dp} \approx 0.85 L_{pd} \). The 1D numerical analyses of the laser energy depletion show that a fraction of the laser energy depletion over the dephasing length is 15% at \( a_0 = 1 \) and 30% at \( a_0 = \sqrt{2} \), respectively, to excite plasma waves without large changes of the laser pulse profile and the maximum wakefield amplitude [25].

In the high-energy LPA, the energy spread significantly increases after half the dephasing length, at which the energy spread decreases to its minimum value due to the phase rotation of the bunch [24]. The 3D particle-in-cell (PIC) simulations in the Lorentz-boosted frame show that externally injected electron beams can be accelerated up to 40 GeV over the dephasing length of 5.3 m using a plasma channel in the weakly nonlinear blowout regime \( (a_0 = 2) \) at \( n_e = 2.2 \times 10^{16} \text{ cm}^{-3} \), while the energy spread rapidly increases at the energies higher than 20 GeV after propagating 2 m because of large depletion and dephasing [26]. Therefore in order to retain the energy spread, the stage length should be set to be a half of the dephasing length \( k_p L_{\text{stage}} \sim (\pi/2) (n_c/n_e) \) or

\[
L_{\text{stage}} \simeq \frac{\lambda_p n_e}{4} \frac{\sqrt{2}}{n_e} \left( \frac{L_{\text{etch}}}{1[\mu\text{m}]} \right)^{-3/2} \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{-3/2} \sim 0.3 \text{[m] \left( \frac{\lambda_0}{1[\mu\text{m}]} \right)^{-3/2} \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{-3/2}. (6)}
\]

The multi-dimension PIC simulations show that the front of the laser pulse exciting the wake moves backward due to local pump depletion at the etching rate \( v_{\text{etch}} \approx \omega_p^2/\omega_0^2 \) and the laser is depleted after the etching distance defined by \( L_{\text{etch}} \approx \pi c/v_{\text{etch}} \), where \( T_L \) is the FWHM pulse duration [27]. For \( k_p \sigma_z = 1 \), the etching distance becomes \( k_p L_{\text{etch}} \approx 2 \sqrt{\ln 2} k_p \sigma_z (n_p/n_e) \sim 1.7 (n_c/n_e) \). This effect may also limit the stage length to be \( L_{\text{stage}} < L_{\text{etch}} \).

Thus the energy gain per stage is given by

\[
W_{\text{stage}} \approx E_z L_{\text{stage}} = \frac{\pi \mu_e c^2 E_z n_e}{2} \frac{1}{E_0 n_e} \frac{1}{n_c}, \approx 9[\text{GeV}] \frac{E_z}{E_0} \left( \frac{\lambda_0}{1[\mu\text{m}]} \right)^{-1} \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{-1}, (7)
\]

The total number of stages becomes

\[
N_{\text{stage}} = \frac{E_b}{W_{\text{stage}}} \sim \frac{2 \gamma_f}{\pi} \frac{E_z}{E_0} \left( \frac{n_e}{n_c} \right)^{-1} \approx 111 \left[ \frac{E_z}{E_0} \right]^{-1} \left( \frac{\lambda_0}{1[\mu\text{m}]} \right)^{-2} \frac{E_b}{1[\text{TeV}]} \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{-1}, (8)
\]

where \( \gamma_f = E_b/m_e c^2 \) is the Lorentz factor at the final beam energy. Minimizing the total linac length \( L_{\text{total}} = (L_{\text{stage}} + L_{\text{coupl}}) N_{\text{stage}} \) with respect to the plasma density gives the optimum coupling distance, \( L_{\text{coupl}} = (\lambda_p/8)(n_c/n_e)^{3/2} \) and the minimum linac length,

\[
L_{\text{total}} \approx \frac{3}{2} L_{\text{stage}} N_{\text{stage}} \sim 3 \gamma_f \lambda_0 \frac{E_z}{E_0} \left( \frac{n_e}{n_c} \right)^{1/2} \approx 50 \text{[m]} \left( \frac{E_z}{E_0} \right)^{-1} \frac{E_b}{1[\text{TeV}]} \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{-1/2}, (9)
\]

### C. Drive laser pulse and plasma waveguide

In the operation of multistaged LPA, self-focusing of the drive laser and self-injection of plasma electrons must be suppressed to prevent the beam quality from deterioration as much as possible and the capability of accelerating both electrons and positrons is required for applications to electron-positron colliders. These requirements can be accomplished by the LPA operation in the quasilinear regime, where the laser spot size is bounded by conditions for avoiding bubble formation, \( k_p^2 n_e^2 / 4 > a_0^2 / (1 + a_0^2/2) \) and strong self-focusing,
\[
\frac{P_L}{P_c} = \left( k_B r_L a_0 \right)^2 / 32 \leq 1.\] These conditions put bounds to the spot size 1.8 \leq k_B r_L \leq 5.7 for \( a_0 = 1 \) and 2.4 \leq k_B r_L \leq 4 for \( a_0 = \sqrt{2} \). For a given laser spot radius

\[
r_L = \frac{\lambda_0}{2\pi} k_B r_L \left( \frac{n_e}{n_c} \right)^{1/2}
\]

\[
\approx 17[\mu\text{m}] k_B r_L \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{-1/2},
\]

the peak laser power is given by

\[
P_L = \frac{a_0^2 (k_B r_L)^2}{32} P_c = \frac{a_0^2 (k_B r_L)^2}{16} \left( \frac{m_e c^5}{\epsilon^4} \right) \frac{n_e}{n_c}
\]

\[
\approx 6\text{[TW]} a_0^2 (k_B r_L)^2 \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{-1},
\]

where \( P_c = 2(\frac{m_e c^5}{\epsilon^4}) a_0^2 \omega_0^2 \approx 17(n_e/n_c)[\text{GW}] \) is the critical power for relativistic self-focusing. With the FWHM pulse duration

\[
\tau_L = 2 \sqrt{\ln 2} \frac{\sigma_z}{c} = \frac{\sqrt{\ln 2} \lambda_0}{\pi} k_B \sigma_z \left( \frac{n_e}{n_c} \right)^{1/2}
\]

\[
\approx 93[\text{fs}] k_B \sigma_z \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{-1/2},
\]

the laser energy per stage is calculated by

\[
U_L \approx P \tau_L = \sqrt{\ln 2} \frac{\lambda_0}{16\pi} \left( \frac{m_e c^5}{\epsilon^4} \right) a_0^2 (k_B r_L)^2 k_B \sigma_z \left( \frac{n_e}{n_c} \right)^{3/2}
\]

\[
\approx 0.57[\text{J}] a_0^2 (k_B r_L)^2 k_B \sigma_z \left( \frac{\lambda_0}{10^{17}[\text{cm}^{-3}]} \right)^{-3/2}.
\]

It is essential for large-scale LPA linacs to propagate ultraintense laser pulses with peak power of the order of 1 - 10 PW over the single stage distance of the order of 10 - 100 m at the repetition rate of 1 - 100 kHz. A present technique guiding a drive laser pulse relies on a plasma channel produced with a discharge capillary, which has demonstrated GeV-class acceleration in a few cm capillary operated at the plasma density of the order of \( n_e \sim 10^{18} \text{ cm}^{-3} \)[8, 10, 11]. Stable propagation of the laser pulse through the plasma channel with a parabolic density profile \( n(r) = n_0 + \Delta n(r/r_{ch})^2 \), where \( \Delta n \) is the density depth at the channel radius \( r_{ch} \), requires that its spot radius \( r_L \) should be equal to the matched radius

\[r_M = \left( \frac{r_{ch}}{\pi n_c} \Delta n \right)^{1/4}.
\]

For this condition, the density depth of plasma channel is given by

\[
\frac{\Delta n}{n_e} = \frac{n_{ch}}{n_e} \left( \frac{r_{ch}}{r_L} \right)^2 = \frac{4}{k_B^2 r_L^2} \left( \frac{r_{ch}}{r_L} \right)^2
\]

where \( \Delta n_c = (1/\pi n_c r_L^2) \) is the critical channel depth [28].

Here we consider 5 cases for the plasma density \( n_e = 10^{15}, 10^{16}, 2.3 \times 10^{16}, 10^{17}, \) and \( 10^{18} \text{ cm}^{-3} \). Setting the normalized vector potential \( a_0 = \sqrt{2} \) and the beam loading efficiency \( \eta_1 = 1/2 \), for a 1 TeV LPA linac are shown in Table I. The laser spot radius is set to be \( k_B r_L = 3 \) and the bunch radius must be \( k_B r_B \leq k_B r_L/2 \), where accelerated particles undergo the focusing force in the linear transverse wakefield. The rms bunch length is set to be \( \sigma_z = 4 \times 10^{-3} k_B \) so as to suppress the energy spread due to the beam loading. In fact, the recent LPA experiment shows the production of electron bunch with a few femtoseconds rms bunch length [12].

### III. Beam Dynamics and Radiative Damping Effects

Beams that undergo strong transverse focusing forces \( F_L = -m_e c^2 K^2 r \) in plasma waves exhibit the betatron oscillation, which is characterized by the strength parameter \( \alpha_2 = \gamma_k r_B \) where \( \lambda_B = 2\pi/k_B \) is the betatron wavelength and \( r_B \) is the radial amplitude of the betatron oscillation. In the quasilinear plasma wave, the focusing constant \( K \) is given by

\[
K^2 = \frac{4}{r_L^2} \frac{E_z}{E_0} \langle \sin \Psi \rangle \approx \frac{4K_0^2}{(k_B r_L)^2} \frac{E_z}{E_0},
\]

where \( \langle \sin \Psi \rangle \) is set to be the average value over the dephasing phase \( \Omega \leq \Psi \leq \pi/4 \). For \( K \) and the initial beam energy \( \gamma_0 \), the betatron oscillation in the plasma wave is characterized by \( k_B = K / \gamma_0^2 \) and \( \alpha_2^2 = K^2 r_B^2 \). The envelope equation of the rms beam radius \( \sigma_r \) is given by

\[
\frac{d^2 \sigma_r}{dz^2} + \frac{K^2}{\gamma} \sigma_r - \frac{\varepsilon_n^2}{\gamma^2 \sigma_r^2} = 0,
\]

where \( \varepsilon_n \) is the normalized emittance. Assuming the beam energy \( \gamma \) is constant, this equation is rewritten as

\[
\frac{d^2 \sigma_r^2}{dz^2} + \frac{K^2}{\gamma} \sigma_r^2 + \frac{\varepsilon_n^2}{\gamma^2 \sigma_r^2} = C.
\]

where \( \kappa = 2K / \sqrt{\gamma} = 2k_B \) is the focusing strength and \( C = 2\sigma_{\tau_0}^2 + \kappa^2 \sigma_{\tau_0}^2 / 2 + 2\varepsilon_n^2 / (\gamma^2 \sigma_{\tau_0}^2) \) is the constant given by the initial conditions \( \sigma_{\tau_0} = (d\sigma_r / dz)_{z=0} \) and \( \sigma_{r_0} = \sigma_r (0) \). The beam envelope is obtained from

\[
\sigma_r^2 (z) = C \frac{1}{\kappa} \left[ \frac{C^2}{\kappa^2} - \frac{4\varepsilon_n^2}{\gamma^2} \sin (\kappa z + \phi_0) \right],
\]

with tan \( \phi_0 = (\sigma_{\tau_0}^2 - C^2 / \kappa^2) / (2\sigma_{\tau_0}^2 / \kappa) \). For the condition \( C / \kappa = 2\varepsilon_n / \gamma \) that leads to \( \sigma_{\tau_0}^2 = 2\varepsilon_n / \kappa \gamma \) with \( \sigma_{\tau_0}^2 = 0 \), the beam propagates at the matched radius \( \sigma_{r_m}^2 = 2\varepsilon_n / \kappa \gamma \) without oscillation. Using the focusing constant given by Eq. (15) for the linear plasma wave, one obtains the matched beam radius,

\[
\sigma_{r_m}^2 = \frac{\varepsilon_n}{K^2 \gamma} \approx \frac{r_L \varepsilon_n}{21.7 \gamma^{1/2} (E_z / E_0)^{-1/2}}.
\]
A. Energy spread growth via synchrotron radiation

Synchrotron radiation causes the energy loss of beams and affects the energy spread and transverse emittance via the radiation reaction force. In order to accomplish our goal of small energy spread, we adopt the strategy of the weak synchrotron radiation. In this regime it is possible to linearize radiation damping and acceleration effects [24]. The motion of an electron traveling along z-axis in the accelerating field and the focusing force from the plasma wave evolves as

\[
\frac{du_z}{dt} = -K^2x + \frac{F_{\text{RAD}}}{m_e c^2},
\]

\[
\frac{du_{\perp}}{dt} = k_p \frac{E_z}{E_0} + \frac{F_{\text{RAD}}}{m_e c^2},
\]

where \(F_{\text{RAD}}\) is the radiation reaction force and \(u = p/m_e c\) is the normalized electron momentum. The classical radiation reaction force [29] is

\[
\frac{F_{\text{RAD}}}{m_e c^2 R} = \frac{d}{dt} \left( \frac{du}{dt} \right) + \gamma u \left[ \left( \frac{d\gamma}{dt} \right)^2 - \left( \frac{du}{dt} \right)^2 \right],
\]

where \(\gamma = (1 + u^2)^{1/2}\) is the relativistic Lorentz factor of the electron and \(\tau_R = 2c \gamma / 3 e \approx 6.26 \times 10^{-24} \text{s}\). As the scale length of the radiation reaction \(\tau_R\) is much smaller than that of the betatron motion, assuming that the radiation reaction force is a perturbation and \(u_{\perp} \gg u_z\), the particle dynamics is obtained from the following coupled equations,

\[
\frac{d^2x}{dt^2} = \left( \frac{\omega_p E_z}{\gamma E_0} + \frac{\tau_R c^2 K^2}{\gamma} \right) \frac{dx}{dt} + \frac{c^2 K^2}{\gamma} x = 0,
\]

\[
\frac{d\gamma}{dt} = \omega_p E_z \frac{E_z}{E_0} - \tau_R c^2 K^4 \gamma^2 x^2.
\]

The radiative damping rate is defined as the ratio of the radiated power \(P_r \approx (2e^2 \gamma^2/3m_e c^3) F_t^2\) to the electron energy, \(\nu_\gamma = P_r/\gamma m_e c^2 \approx \tau_R^2 F_t^2/m_e^2 c^2\). For the betatron oscillation of a matched beam in the plasma wave, the damping rate is given by

\[
\nu_\gamma \approx \frac{1}{2} \gamma c K^2 \left( \frac{\omega_p E_z}{E_0} + \frac{\tau_R c^2 K^2}{\gamma} \right),
\]

\[
\simeq 2 \tau_R \gamma \omega_p \frac{(k_p \sigma_0)}{(k_p \rho L)^2} \left( \frac{E_z}{E_0} \right)^2,
\]

where \(\langle x_m^2 \rangle = 2\sigma_z^2\) is an average over the beam particles. Assuming the damping time is slow compared to the betatron oscillation \(\nu_\gamma/\omega_\gamma \ll 1\) and \(\omega_p(E_z/E_0) \gg \gamma \tau_R c^2 K^2\), the analytical expression for the mean energy obtained by solving Eqs. (23) and (24) [24],

\[
\gamma = \gamma_0 \Gamma_t + \frac{2}{3} \frac{\nu_\gamma}{\omega_p} \left( \frac{E_z}{E_0} \right)^{-1} \left[ 1 - \Gamma_t^{5/2} \right],
\]

where \(\Gamma_t = 1 + (E_z/E_0) \omega_p t/\gamma_0\). Then the energy spread for a matched beam is obtained as

\[
\frac{\sigma_\gamma^2}{\gamma_0^2} = \frac{1}{\Gamma_t^2} \left( \frac{\sigma_0^2}{\gamma_0^2} + \frac{4}{25 \gamma_0^5} \frac{\nu_\gamma^2}{\omega_p^2} \left( \frac{E_z}{E_0} \right)^{-2} [1 - \Gamma_t^{5/2}]^2 \right),
\]

and for \((\omega_p t/\gamma_0)(E_z/E_0) \ll 1\),

\[
\frac{\sigma_\gamma^2}{\gamma_0^2} \approx \left( 1 - \frac{2}{5} \frac{\nu_\gamma}{\omega_p^2} \left( \frac{E_z}{E_0} \right)^{-1} \right) \left( \frac{\sigma_0^2}{\gamma_0^2} + \nu_\gamma^2 t^2 \right).
\]

Initially the energy spread decreases linearly with time due to acceleration and for later times, \(t^2 > \sigma_0^2/(\nu_\gamma^2 t_0^2)\), the energy spread increases due to the radiative effects.

At the final beam energy \(\gamma_f \approx \gamma_0 \Gamma_t\), the total energy loss due to the synchrotron radiation is given by

\[
\Delta \gamma_{\text{RAD}} \approx \frac{2}{5} \frac{\nu_\gamma}{\omega_p^2} \left( \frac{E_z}{E_0} \right)^{-1} \left[ \frac{5}{4} \frac{\tau_R \omega_p \gamma_0}{\gamma_f} \right] \left( \frac{E_z}{E_0} \right)^{-1} \left( \frac{E_z}{E_0} \right)^{3/2} \left( \frac{k_p \sigma_0}{(k_p \rho L)^2} \right) \left( \frac{n_e}{10^{17} \text{cm}^{-3}} \right)^{1/2}
\]

where \(\gamma_f\) is the final beam energy and \(\gamma_f/\gamma_0 \gg 1\). The energy spread at \(\gamma_f\) becomes

\[
\frac{\sigma_\gamma^2}{\gamma_f^2} \approx \frac{\sigma_0^2}{\gamma_0^2} \left( \frac{\gamma_f}{\gamma_0} \right)^{-2} + \frac{4 \nu_\gamma^2}{25 \omega_p^2} \gamma_0^{-3} \left( \frac{E_z}{E_0} \right)^{-2} \left( \frac{n_e}{10^{17} \text{cm}^{-3}} \right)
\]

Assuming the first term that means an adiabatic decrease of the energy spread is neglected in comparison with a radiative increase given by the second term, the energy spread leads to

\[
\frac{\sigma_\gamma}{\gamma_f} \approx 8.94 \times 10^{-11} \frac{\nu_\gamma}{\omega_p} \left( \frac{E_z}{E_0} \right)^{-1} \left( \frac{k_p \sigma_0}{(k_p \rho L)^2} \right) \left( \frac{n_e}{10^{17} \text{cm}^{-3}} \right)^{1/2}.
\]

With the initial rms beam radius \(k_p \sigma_0 = 1\) and the laser spot radius \(k_p \rho L = 3\), the radiative energy spread are also calculated as shown in TABLE I for the injection beam energy \(E_0 = 1 \text{ GeV} (\gamma_0 \approx 2 \times 10^3)\) and the final beam energy \(E_0 = 1 \text{ TeV} (\gamma_f \approx 2 \times 10^6)\).

B. Numerical studies of radiation damping

The particle orbit and the energy are obtained from the coupled equations, Eqs. (23) and (24), describing the single particle dynamics, which can be solved numerically for specified focusing and accelerating fields. Using the numerical results for a set of test particles that can be solved for the initial conditions corresponding to the initial energy, energy spread and transverse emittance, an estimate of the underlying beam parameter can be calculated as an ensemble average over test particles; for example, the mean energy is given by \(\langle \gamma \rangle = \sum \gamma_i / N_p\), where \(\gamma_i\) is the energy of the ith particle and \(N_p\) is the
number of test particles, and the energy spread is defined as $\sigma_e^2 = (\gamma^2 - \langle \gamma \rangle)^2$. The normalized transverse emittance is calculated as $\varepsilon_{nx}^2 = \langle (x - \langle x \rangle)(u_{x} - \langle u_{x} \rangle)^2 \rangle = \langle (x - \langle x \rangle)(u_{x} - \langle u_{x} \rangle)^2 \rangle$, where $u_x = \gamma dx/ct$, with averaging over the ensemble of particles.

The single particle equations of motion, Eqs. (23) and (24), are integrated numerically using the Runge-Kutta algorithm. We calculate solutions for an ensemble of $10^4$ particles for the $n_c = 10^{15} \text{ cm}^{-3}$ case in TABLE I. We focus exclusively on the first stage of acceleration (the multistage acceleration will be the subject of a future work). For multistage accelerators there are additional effects to be considered [23], such as injection jitters and/or beam focusing errors between two subsequent stages.

The results of our numerical calculations are shown in Fig. 1 together with the analytical estimates for $\langle \gamma \rangle$ and $\sigma_e/\langle \gamma \rangle$, calculated from Eqs. (26) and (27). The numerical calculations are in good agreement with the analytical expressions. The relative energy spread in the beginning decreases approximately linearly in time due to the linear increase of the zeroth order mean energy. Later on, for $\varepsilon_{0x}^2 > \sigma_{0x}^2/\langle \gamma \rangle^2$, it increases again due to radiative effects. For the numerical calculations the final value is $\langle \sigma_e/\langle \gamma \rangle \rangle_{\text{numerical}} = 3.2 \times 10^{-3}$ at the end of the stage, while the analytical estimate calculates $\langle \sigma_e/\langle \gamma \rangle \rangle_{\text{analytical}} = 2.5 \times 10^{-3}$. The $\langle \gamma \rangle$ increases almost linearly in time and reaches a final value of $1.0 \times 10^{6}$ for both the analytical and the numerical calculations after one stage, which corresponds to an electron energy of 500 GeV. Since our accelerator design aims to minimize radiative effects, the radiation damping occurs with a low damping rate $\gamma$, and the emittance decreases slowly. Starting from the initial value of $\varepsilon_{0x0} = 2060 \mu \text{m rad}$, emittance goes down to a final value of $\varepsilon_{0xf} = 2044 \mu \text{m rad}$ and hence is approximately conserved during one stage. We note that this behavior only holds true for a perfectly matched beam and that especially the emittance shows a different behavior in the beginning of the stage, when using a mismatched beam.

**IV. LUMINOSITY AND POWER REQUIREMENT**

The operational power is determined by the requirement for applications of the LPA linac. For the electron-positron linear collider, a critical requirement is the event rate that is determined by the product of collision cross section $\sigma(e^-e^+ \rightarrow e^-e^+) \propto E_b^{-2}$ and luminosity

$$L = \frac{f_c N_h^2}{4\pi\sigma_x\sigma_y},$$

where $f_c$ is the collision frequency, $N_h$ is the number of particles per bunch, $\sigma_x$ and $\sigma_y$ are the horizontal and vertical rms beam sizes at the interaction point (IP), respectively. The luminosity requirement for TeV future colliders is approximately scaled as $L[10^{34} \text{cm}^{-2}\text{s}^{-1}] \approx 4(E_b[\text{TeV}])^2$ [21]. The required collision frequency is obtained as

$$f_c \approx 5[\text{kHz}] \frac{\sigma_x\sigma_y}{(1[\text{nm}])^2} \frac{E_b}{(1[\text{TeV}])^2} \left( \frac{N_h}{10^9} \right)^{-2}.$$
and the beam power is given by

$$P_b = f_e N_b E_b$$

$$\approx 0.8[\text{MW}] \frac{\sigma_x \sigma_y}{(1[\text{mm}])^2} \left( \frac{E_b}{1[\text{TeV}]} \right)^3 \left( \frac{N_b}{10^9} \right)^{-1}. \quad (34)$$

The number of particles per bunch is

$$N_b = \frac{Q_b}{e} \approx 1.49 \times 10^9 \frac{\eta_i}{1 - \eta_i} (k_p \sigma_x) \frac{E_z}{E_0}$$

with $$\langle r_b^2 \rangle = 2\sigma_z^2 e_0$$. Thus the required beam power is calculated as

$$P_b \approx 0.54[\text{MW}] \frac{1 - \eta_i}{\eta_i} (k_p \sigma_x) \frac{E_z}{E_0}$$

$$\times \left( \frac{\sigma_x \sigma_y}{(1[\text{mm}])^2} \left( \frac{E_b}{1[\text{TeV}]} \right)^3 \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{-1/2} \right). \quad (35)$$

The average laser power per stage is

$$P_{avg} = f_e U_L$$

and the total wall-plug power for the collider is

$$P_{wall} = 2N_{stage}P_{avg}/\eta_i = 2f_e U_L N_{stage}/\eta_i$$,

where $$\eta_i$$ is the efficiency from wall-plug to laser. Using Eqs. (8), (13), (33) and (35), the average laser power per stage is

$$P_{avg} \approx 1.28[\text{MW}] \frac{a_0^2 k_p \sigma_z}{\lambda} \left( \frac{1 - \eta_i}{\eta_i} \right)^2 \left( \frac{k_p \sigma_z}{(k_p \sigma_y)} \right)^2 \left( \frac{E_z}{E_0} \right)^{-2}$$

$$\times \left( \frac{\lambda_0}{1[\text{mm}]} \right)^{-2} \frac{\sigma_x \sigma_y}{(1[\text{mm}])^2} \left( \frac{E_b}{1[\text{TeV}]} \right)^2 \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{-1/2} \quad (37)$$

and the wall-plug power yields

$$P_{wall} \approx 0.28[\text{MW}] \frac{a_0^2 k_p \sigma_z}{\lambda} \left( \frac{1 - \eta_i}{\eta_i} \right)^2 \left( \frac{k_p \sigma_z}{(k_p \sigma_y)} \right)^2 \left( \frac{E_z}{E_0} \right)^{-3}$$

$$\times \frac{\sigma_x \sigma_y}{(1[\text{mm}])^2} \left( \frac{E_b}{1[\text{TeV}]} \right)^3 \left( \frac{n_e}{10^{17}[\text{cm}^{-3}]} \right)^{1/2}. \quad (38)$$

Assuming the matched beam radius scales as $$\sigma_{x0} \propto n_e^{-1/2}$$, the number of particles per bunch scales as $$N_b \propto n_e^{-1}$$ and the average laser power per stage scales as $$P_{avg} \propto n_e^{-1/2}$$ As a result, the wall-plug power scales as $$P_{wall} \propto n_e^{1/2}$$. The overall efficiency from wall plug to beam is given by

$$\eta_{overall} = \frac{2P_b}{P_{wall}} \approx \frac{2.9n_i}{a_0^2 k_p \sigma_z} \frac{\eta_i}{1 - \eta_i} (k_p \sigma_y) \left( \frac{E_z}{E_0} \right)^2 \quad (39)$$

For a 2 TeV center-of-mass energy collider with the luminosity $$L = 4 \times 10^{34} \text{cm}^{-2} \text{s}^{-1}$$, the frequency and power requirements are listed in Table I, assuming $$\sigma_x \sigma_y \approx 10 \text{ mm}$$ at the collision point and $$\eta_i \approx 30\%$$. The overall efficiency from wall plug to beam is a constant value 1.6% at various plasma densities for the underlying conditions. Hence, under constraint on the operational cost of the future linear colliders that limit the wall-plug power to a few 100 MW, the low operating plasma density in the range of $$10^{15} - 10^{16} \text{ cm}^{-3}$$ works in favor of the multi-TeV linear collider.

V. SCALABLE PARTICLE-IN-CELL SIMULATIONS OF THE LPA STAGE

In order to confirm scalability of the analytical expression on the wakefield excited by a Gaussian laser pulse in the quasilinear regime, we carried out two dimensional particle-in-cell simulations [30] at the plasma densities $$10^{18}, 2.3 \times 10^{18}, 5 \times 10^{18}, 7.5 \times 10^{18} \text{ and } 10^{19} \text{ cm}^{-3}$$ The computational window of dimension $$120 \times 120 \mu \text{m}^2$$, which moves at the speed of light. The number of grid points is $$4000 \times 200$$. The resolution in the laser propagation direction is $$\Delta z = 0.19$$ We use 9 electrons per cell and a smooth neutralizing immobile ion background. We assume a preformed fully ionized plasma with parabolic plasma density profile of which the channel depth at $$r = r_L$$ is set to the matched condition $$\Delta n_e/n_e = 4/9$$. A diffraction limited, linearly polarized laser pulse is focused at the plasma channel entrance with a spot radius $$k_p r_L = 3$$ and a temporal profile of the form $$a_0 \sin^2(\pi/2k_p r_x) \exp(-r^2/r_0^2)$$, where $$\omega_{p,TL} = 2\sqrt{\ln 2}k_p \sigma_z \approx 1.7$$ is the FWHM pulse length. The laser is Gaussian in the transverse direction with the normalized vector potential $$a_0 = \sqrt{2}$$. In these simulations no electrons are self-trapped and no significant diffraction of the laser pulse is observed through the simulations. As shown in Fig. 3, the acceleration on the wakefield excited by a Gaussian laser pulse is (c) (d), respectively. As shown in Fig. 3, the acceleration-deceleration and focusing-defocusing regions are nearly symmetric, as suggested by fact that the wakefield in the quasilinear regime is approximately in a sinusoidal form.
expected from Eq. (3), the loaded charge scales as $Q_{\text{b}} \propto E_{\text{z}}^{-1} \propto n_{c}^{-1/2}$ with a constant beam loading efficiency. For a short bunch ($k_{p} \sigma_{x} < 1$) in the linear regime ($E_{\text{z}}/E_{0} < 1$), the scaling of the electron bunch charge was verified for both 2D and 3D simulations at $n_{c} = 10^{18}$ and $10^{19}$ cm$^{-3}$ [31]. We carried out the 2D PIC simulation [32] on acceleration of an electron bunch with the beam energy 1 GeV, the energy spread 1% (FWHM) and the number of electrons $N_{e} = 8.8 \times 10^{7}$ externally injected into a laser wakefield driven by $a_{0} = 1.4$ at $n_{c} = 7.5 \times 10^{18}$ cm$^{-3}$. The dimensions of the laser pulse and the electron bunch are kept constant with respect to the plasma wavelength $\lambda_{p} = 12 \mu$m, i.e. $r_{L} = 3/k_{p} = 5.8 \mu$m, $\tau_{x} = 11$ fs, $\sigma_{x0} = 1/k_{p} = 1.9 \mu$m and $\sigma_{z0} = 0.047 \mu$m, respectively. For this simulation, we use the simulation box size $30 \times 60 \mu$m$^{2}$, the number of simulation cells $3000 \times 300$, 10 particles per cell for plasma and 1000 particles per cell for electron beam. When injecting the bunch into the peak accelerating field, an estimate of the energy gain over the stage length $L_{\text{stage}} = 0.5$ mm yields the mean energy gain 63 MeV, while the simulation results in the mean energy 56 MeV, the relative energy spread 1.2% (FWHM), which show in good agreement and no significant degradation of the relative energy spread as shown in Fig. 4 (a). Figure 4 (b) shows the transverse phase space plot $(x, p_{x}/p_{0})$ at the mean beam energy 1.056 GeV, where $x$ is the transverse position of particle, $p_{x}$ and $p_{0}$ is the transverse and longitudinal momentum of particle, respectively. According to Eq. (19), the matched normalized emittance is estimated to be $\varepsilon_{\text{match}} \approx 24 \mu$m rad, while the simulation results in $\varepsilon_{\text{sim}} \approx 79 \mu$m rad, which indicates significant growth of th normalized emittance. However, it seems that a core part of bunched electrons is contained within the initial matched phase space area over the LPA stage, though particle behavior becomes fairly nonlinear and the emittance growth occurs in a complex manner.

VI. DISCUSSIONS AND CONCLUSIONS

We have considered the design issues for laser plasma accelerators based on the quasilinear laser wakefield regime and the design examples of a LPA-based electron/positron linac for 1 TeV beam energy, operated at the plasma density of $10^{15}$, $10^{16}$, $2.3 \times 10^{16}$, $10^{17}$ and

| Table I. Parameters for a 2 TeV laser-plasma linear collider |
|----------------------------------|---------------|---------------|---------------|---------------|---------------|
| **Beam energy $E_{b}[\text{GeV}]$** | 1000          | 1000          | 1000          | 1000          | 1000          |
| **Injection beam energy $E_{i}[\text{GeV}]$** | 1             | 1             | 1             | 1             | 1             |
| **Plasma density $n_{e} [\text{cm}^{-3}]$** | $10^{-5}$     | $10^{16}$     | $2.3 \times 10^{16}$ | $10^{17}$     | $10^{18}$     |
| **Plasma wavelength $\lambda_{p} [\mu\text{m}]$** | 1056          | 334           | 220           | 106           | 33            |
| **Accelerating field $E_{z} [\text{GV/m}]$** | 1.5           | 4.7           | 7.2           | 15            | 47            |
| **Energy gain per stage $W_{\text{stage}} [\text{GeV}]$** | 500           | 45            | 19            | 4.5           | 0.47          |
| **Number of stages $N_{\text{stage}}$** | 2             | 22            | 50            | 222           | 2125          |
| **Stage length $L_{\text{stage}} [\text{m}]$** | 333           | 9.7           | 2.8           | 0.3           | 0.01          |
| **Total linac length $L_{\text{total}} (\text{L}_{\text{coupl}}) [\text{m}]$** | 1000 (167)    | 321 (4.9)     | 210 (1.4)     | 100 (0.15)    | 32 (0.005)    |
| **Total linac length $L_{\text{total}} (\text{L}_{\text{coupl}}) [\text{m}]$** | 686 (10)      | 433 (10)      | 640 (10)      | 2287 (10)     | 21271 (10)    |
| **Number of particles per bunch $N_{b} [10^{7}]$** | 7.5           | 2.4           | 1.6           | 0.75          | 0.24          |
| **Initial emittance $\varepsilon_{00} [\mu\text{rad}]$** | 2068          | 646           | 432           | 209           | 54            |
| **Initial beam radius $r_{b0} [\mu\text{m}]$** | 168           | 53            | 35            | 17            | 5.3           |
| **Bunch length $\sigma_{b} [\mu\text{m}]$** | 4.1           | 1.3           | 0.9           | 0.4           | 0.13          |
| **Normalized laser intensity $\alpha_{0}$** | 1.4           | 1.4           | 1.4           | 1.4           | 1.4           |
| **Laser wavelength $\lambda_{0} [\mu\text{m}]$** | 1             | 1             | 1             | 1             | 1             |
| **Laser pulse duration $\tau_{L} [\text{fs}]$** | 950           | 300           | 200           | 100           | 30            |
| **Laser spot radius $r_{L} [\mu\text{m}]$** | 504           | 160           | 105           | 51            | 16            |
| **Channel depth at $r_{L}$ $\Delta n_{e}/n_{e}$** | 0.44          | 0.44          | 0.44          | 0.44          | 0.44          |
| **Laser peak power $P_{L} [\text{TW}]$** | 10913         | 1091         | 474           | 109           | 11            |
| **Laser energy per stage $U_{L} [\text{J}]$** | 10367         | 327           | 95            | 11            | 0.33          |
| **Radiative energy spread $\sigma_{y}/\gamma f$ [%]** | 0.7           | 2.1           | 3.2           | 6.7           | 21            |
| **Beam cross section at IP $\sigma_{x0}\sigma_{y0} [\mu\text{m}^2]$** | 10           | 9             | 20            | 89            | 868           |
| **Collision frequency $f_{c} [\text{kHz}]$** | 0.9           | 9             | 20            | 89            | 868           |
| **Luminosity $L[10^{34}\text{cm}^{-2}\text{s}^{-1}]$** | 4             | 4             | 4             | 4             | 4             |
| **Beam power $P_{b} [\text{MW}]$** | 1.1           | 3.3           | 5             | 11            | 33            |
| **Average laser power $P_{\text{avg}} [\text{MW}]$** | 9.2           | 2.9           | 1.9           | 0.98          | 0.29          |
| **Efficiency (wall-plug to beam) [%]** | 1.6           | 1.6           | 1.6           | 1.6           | 1.6           |
| **Wall plug power $P_{\text{wall}} [\text{MW}]$** | 123           | 425           | 633           | 1450          | 4108          |
$E_e$ and the transverse electric field $E_t$ at various plasma densities. The stage length corresponds to $k_T^2L_{stage}/k_0^2 = \pi/2$ and the effective dephasing length corresponds to $k_T L_{dep}/k_0 = \pi$.

$10^{18}$ cm$^{-3}$, where the accelerating field is obtained as $1.5, 4.7, 7.2, 15$ and $47$ GV/m, respectively, for the fixed laser intensity $a_0 \approx 1.4$ and the beam loading efficiency $\eta_B \approx 50\%$. Setting the stage length equal to the effective dephasing length $L_{stage} \approx (\lambda_p/4)(n_c/n_e)$ leads the energy gain per stage to be $500, 45, 19, 4.5$ and $0.47$ GeV for 5 cases. The total linac length can be minimized by choosing the coupling distance to be equal to a half of the effective dephasing length $L_{coupl} \approx (\lambda_p/8)(n_c/n_e)$ that leads the total staging length to be $1.5L_{stage}$. The higher operating density gives the shorter linac length as shown in TABLE 1. However, a mm-scale coupling distance would provide no practical space for installing both laser and beam focusing systems at the operating density $n_c = 10^{18}$ cm$^{-3}$.

A practical coupling distance is determined by the beam focusing system that injects a beam with a spot size matched to the plasma wave. As shown in Fig. 5 (a), designing the focusing system for a round beam may employ a quadrupole triplet system with the optimum configuration consisting of triplet lens with the focal length $+2f_q$, $-f_q$, $+f_q$ spaced in the drift length $f_q$ that provides the shortest focal length $f_q = 1/Kq$, where $G = \partial B_j/\partial r$ is the magnetic field gradient and $E_i$ is the injection beam energy into the LPA stage. For the beam transport and matching between consecutive stages, using two asymmetric triplet lens leads to the minimum coupling distance $L_{coupl} \sim 8f_q$. In order to shorten the focal length, one may employ the permanent-magnet-based quadrupoles (PMQs) [33] or the superconducting quadrupoles with the field gradient of the order of $10^3$ T/m, which gives the triplet focal length $f_q \sim 1$ m and the coupling distance $L_{coupl} \sim 10$ m at the final beam energy $1$ TeV. Employing the magnet-based focusing system leads the minimum linac length to be $L_{total} \sim 433$ m at the operating density $10^{16}$ cm$^{-3}$. The coupling distance of the order of $10$ m may allow a direct optical coupling for the laser pulse injection by means of conventional laser optics with a large F-number.
The coupling distance of the order of tens cm may be achieved by means of a self-focusing plasma lens where the plasma electrons move to neutralize the beam charge, leaving the beam-current self-pinching forces unbalanced [34]. The radial self-pinching forces inside the beam with bi-Gaussian beam-density profile \( \rho_b = n_b \exp(-r^2/2\sigma_{br}^2) \exp(-z^2/2\sigma_{bz}^2) \) is

\[
F_r = 4\pi c^2 r_e n_b \frac{\sigma_{br}^2}{\sigma_{bz}^2} \left[ 1 - e^{-r^2/2\sigma_{br}^2} \right] e^{-z^2/2\sigma_{bz}^2},
\]

where \( n_b = N_b/(2\pi)^{3/2}/(\sigma_{br}^2\sigma_{bz}) \) is the beam density of the bunch with the number of particles \( N_b \), the rms radius \( \sigma_{br} \) and the rms length \( \sigma_{bz} \). Defining the radial focusing strength as \( K_S = F_r/(r\gamma m_e c^2) \), averaging focusing strength over the bunch length gives

\[
\langle K_S \rangle \approx \frac{r_e N_b}{2\sqrt{\pi} \sigma_{br}^2 \sigma_{bz}}.
\]

In the core of the beam for \( r^2 \ll 2\sigma_{br}^2 \). For a thin plasma-lens system, the focal length of the plasma lens will be

\[
f = \frac{1}{\langle K_S \rangle l_p} = \frac{2\sqrt{\pi} \sigma_{br}^2 \sigma_{bz} \gamma}{r_e N_b l_p} \sim 25[\text{cm}] \left( \frac{1[\text{cm}]}{l_p} \right),
\]

with the typical beam parameters concerned here, \( N_b \approx 10^8 \), \( \sigma_{br} \approx 10 \mu\text{m} \), \( \sigma_{bz} \approx 1 \mu\text{m} \) and \( \gamma \approx 2 \times 10^6 \), where \( l_p \) is the length of the plasma lens. The plasma density in the lens is set to be \( n_{el} > n_b \approx 10^{17} \text{ cm}^{-3} \). The plasma focusing of both electron and positron beams has been successfully demonstrated with a short plasma target [35].

Employing the plasma lens for the beam focusing system with required coupling distance \( L_{\text{coupl}} \sim 1 \text{ m} \) leads to the minimum linac length to be \( L_{\text{total}} \sim 190 \text{ m} \) at the operating density \( n_e = 2.3 \times 10^{16} \text{ cm}^{-3} \).

In order to focus intense laser pulses into subsequent LPA stage in the optimum coupling distance of the order of 0.1 m, plasma mirrors are suggested as a promising technology [36]. Alternatively in such short coupling distance, a curved plasma waveguide with a parabolic density channel profile will be used to propagate intense laser pulses into the LPA stage from the off-axis focus point as shown in Fig. 5 (b). Since a radial equilibrium position shifts in the curved plasma waveguide, the minimum acceptable radius of channel curvature is given by \( R_{\text{curv}} \geq (n_0/\Delta n)r_{ch} \), where the density profile \( n(r) = n_0 + \Delta n r^2/r_{ch}^2 \) is assumed. For \( \Delta n \sim 10^{17} \text{ cm}^{-3} \) and \( r_{ch} \sim 0.2 \text{ mm} \), the radius of curvature becomes \( R_{\text{curv}} \sim 2 \text{ m} \) and the off-axis distance \( \delta \sim 1 \text{ mm} \) with respect to the accelerator beam axis requires the channel length \( l_{ch} \approx \sqrt{2\delta R_{\text{curv}}} \sim 6 \text{ cm} \). The curved plasma channel experiment with 10 cm radius of curvature showed as high as 85% transmission of 50μm spot radius for the laser intensity \( 10^{16} \text{ W/cm}^2 \) [37]. Schematics of the coupling schemes relying on the conventional and the plasma-based technology are illustrated with Fig. 5.

In the quasilinear regime, both longitudinal and transverse wakefields can be scaled with the operating plasma density as indicated by the PIC simulation results, which are carried out under the similarity of the laser pulse dimensions \( k_p \sigma_z \) and \( k_p r_L \) for fixed \( a_0 \) propagating the matched plasma channel. Since the single stage length is limited to a half the effective dephasing length \( L_{dp} \sim (\lambda_p/2)(n_c/n_e) \) where the electrons undergo both focusing and acceleration, the laser intensity remains approximately constant over a whole stage before followed by its significant decrease. The scaled acceleration simulations show that the expected energy gain can be obtained for the scaled parameters of laser and electron beams. Furthermore no significant degradation of the energy spread and the transverse normalized emittance is observed in a

---

FIG. 4. (Color online) 2D PIC scaled simulation results of an electron bunch acceleration for \( a_0 = 1.4, r_L = 5\mu\text{m}, \tau_L = 9 \text{ fs} \) and \( N_b = 8.8 \times 10^7 \) at the plasma density \( n_e = 7.5 \times 10^{18} \text{ cm}^{-3} \); (a) the electron energy spectrum and (b) the transverse phase space plot \((x,p_x/p_z)\). The red curve shows the initial energy spectrum and the red dots plot the initial transverse phase space distribution.
core part of bunched electrons over the LPA stage. This result confirms that the stage length over dephasing $\pi/4$ is optimized for keeping the energy gain and the beam qualities, of which deterioration emerges after the designed stage via a highly nonlinear coupled process in the longitudinal and transverse phase space of wakefields.

Once the relevant normalized laser parameters are set to be constant, most of parameters related to beam dynamics are also scaled with the plasma density $n_e$ on the assumption that the laser spot radius $k_p\sigma_L$, the accelerating gradient $E_z/E_0$, and the initial beam radius $k_p\sigma_{00}$ are constant. For high-energy applications of LPAs, the performance is mostly limited by the beam qualities such as the energy spread and the emittance as well as the beam energy and charge. As a consequence of the Panofski-Wenzel theorem [38] on relation between longitudinal and transverse wakefields in the linear regime, $\partial E_z/\partial r = \partial E_r/\partial z$, electrons accelerated in the wakefield undergo the radial focusing force simultaneously and off-axis electrons exhibit the betatron oscillation that emits radiation when traveling in a focusing channel. As a result of the betatron radiation, an energy loss and an increase of the relative energy spread are induced while the normalized emittance decreases due to radiation damping if the matched beam is injected into the LPA stages. Taking account of synchrotron radiation, of which the radiated power increases as $\gamma^2$, high-energy LPAs in the high-density operation will be confronted with significant radiative energy loss and energy-spread increase as shown in TABLE I. If we set the tolerable relative energy spread to be less than 1%, the low density operation at $n_e \sim 10^{15}$ cm$^{-3}$ may be the only allowable choice. On the contrary, the transverse emittance corresponding to the matched beam radius increases as $\varepsilon_{\text{match}} \propto \lambda_p \propto n_e^{1/2}$ at the initial acceleration stage, but eventually decreases due to radiative damping of the betatron oscillation without mismatching with the plasma focusing channel, injection errors and other imperfections of the LPA stage.

For the collider application, requirements of the collision frequency, the beam power and the wall-plug power are estimated on a priori assumptions of the luminosity, the colliding beam optics and the laser efficiency. TABLE I summarizes the underlying parameters of design examples for a 2 TeV center-of-mass energy collider operated at the plasma density range for $10^{15} - 10^{18}$ cm$^{-3}$. Many of the underlying parameters for the LPA design scale with the operating plasma density. For reference the scaling dependence of the important parameters on the plasma density is summarized in TABLE II.

**TABLE II. Scaling dependence of LPA parameters on the operating plasma density.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Scaling Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerating field $E_z$</td>
<td>$\propto n_e^{1/2}$</td>
</tr>
<tr>
<td>Focusing constant $K$</td>
<td>$\propto n_e^{-1/2}$</td>
</tr>
<tr>
<td>Stage length $L_{\text{stage}}$</td>
<td>$\propto n_e$</td>
</tr>
<tr>
<td>Energy gain per stage $W_{\text{stage}}$</td>
<td>$\propto n_e^{-1}$</td>
</tr>
<tr>
<td>Number of stages $N_{\text{stage}}$</td>
<td>$\propto n_e^{-1}$</td>
</tr>
<tr>
<td>Total linac length $L_{\text{total}}$</td>
<td>$\propto n_e^{-1}$</td>
</tr>
<tr>
<td>Number of particles per bunch $N_0$</td>
<td>$\propto n_e^{-1/2}$</td>
</tr>
<tr>
<td>Laser pulse duration $\tau_L$</td>
<td>$\propto n_e^{-1/2}$</td>
</tr>
<tr>
<td>Laser peak power $P_L$</td>
<td>$\propto n_e^{-1}$</td>
</tr>
<tr>
<td>Laser energy per stage $U_L$</td>
<td>$\propto n_e^{-3/2}$</td>
</tr>
<tr>
<td>Radiation loss $\Delta\gamma$</td>
<td>$\propto n_e^{-1}$</td>
</tr>
<tr>
<td>Radiative energy spread $\sigma_f/\gamma_f$</td>
<td>$\propto n_e^{-1/2}$</td>
</tr>
<tr>
<td>Initial normalized emittance $\varepsilon_{\text{initial}}$</td>
<td>$\propto n_e^{-1/2}$</td>
</tr>
<tr>
<td>Collision frequency $f_c$</td>
<td>$\propto n_e$</td>
</tr>
<tr>
<td>Beam power $P_b$</td>
<td>$\propto n_e^{-1/2}$</td>
</tr>
<tr>
<td>Average laser power $P_{\text{avg}}$</td>
<td>$\propto n_e^{-1/2}$</td>
</tr>
<tr>
<td>Wall plug power $P_{\text{wall}}$</td>
<td>$\propto n_e^{-1/2}$</td>
</tr>
</tbody>
</table>

Inspecting TABLE I, if the eventual collider design will be dominated by the operational cost that limits the wall-plug power of the laser driver, which scales as $P_{\text{wall}} \propto n_e^{1/2}$, i.e. the required wall-plug power at $n_e = 10^{15}$ cm$^{-3}$ is an order of magnitude smaller than at $n_e = 10^{17}$ cm$^{-3}$. Hence, such low density operation is the way to go for the reality of future linear colliders. In addition, the lower the plasma density is, the larger the torelance of beam handling is and the superior the beam qualities are. This results from a larger phase volume of the accelerating bucket and less energy loss produced by the betatron radiation, which is an unavoidable effect in laser-plasma accelerators. A drawback is a large laser energy per stage, which scales as $U_L \propto n_e^{-3/2}$ and leads to be roughly a 10 kJ pulse with a nearly 1 ps duration for the $10^{15}$ cm$^{-3}$ case. However, there is an ongoing effort for realizing the pulsed 10 - 100 kJ laser systems [39]. Such a laser will herald the research as
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